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Abstract

The general schenfer a Sorting Processor like tree structure, is presdregesl togethewith
some simulation results made consideringMOS 0.7t technology implementation of such device.
This scheme will be implemented as parthaf electronics foreseen for the trigger msgstem of the
CMS experiment.



1. Introduction

The CMS muon trigger is required igentify muons, measure their transverse momentym p
and determinghe bunch crossing from which thegriginated. This is achieved witfour muon
stations in the return yoke of the CMS magnet. Each stailbhaveone ortwo planes of RPC’s as
dedicatedu trigger detector [1][2][3]RPC’s have been choséar their excellent time resolution, to
ensure unambiguous bunch crossing assignment. A muon traversing RIP@iseanusually at least
four points hit pattern used to make theut.

Due to theenergy loss anthe mutiple scattering a muons of given p and pseudorapidity
may producedifferent hitpatterns. A set of thosaredefined hitpatterns are loaded into a Pattern
Comparator Trigger (PACT) processor [4].

The PACT vill compare theredefined hipatternwith the observegattern, delivering the:p
code of thehighest momentuntrack inside of a detect@egment £n=0.11 andA$=2.5), to the
sector (ring) processor. The Ring processor, by using a like tree Sorting processors structure, selects
highest pmuons code, in a ring of 0.11 rapidity unit and transmitsi¢he to theglobal muortrigger
system wherethe triggerinformations coming fronthe others parts of thglobal CMS muon
detector, are combined.

The aim of this note, is todescribethe internalstructure of the Sorting processor, how it works and
finally the structure, developed as a Sorting Proced¢eiwork, of theRing Processorwhich is the
final goal of our project.

2. The Sorting Processor Structure
The Sorting Processor, is a specialized VLSI circuit, composed by the following parts:

* a6 bits two words comparator;

* achain of 4 multiplexers, 2 for data and 2 for addresses values;
* a2fold 4 inputs Sorters;

* an 8 inputs Merger.

These components are connediegether tafinally form, an 8 Inputs Sortinijletwork (the Sorting
Processor), composed by 2 Sorters plus 1 Merger. The getredlre of the Sorting Procesship
is shown in the Fig.1. Ithis figureboth the Sorterand the Merger, are mooemplex elements the
structure of which, are explained later.



Fig.1
8 inputs Sotting Processorscheme

3. The Comparator

The basic element to built sorter is the comparator, ti@ster is the comparator the faster is
the sorting process.

Our comparator iformed by a pure€ombinatorialnetwork, inwhich two 6 bits inputwords
are compared producing, as a result,gmadi A_GT_Bused by the subsequent component of the
structure, a 4 multiplexers chain, to select the greatest, between the two input words.

Such process is performed by the comparator in the worst case, in 3.88 ns.

The output of the comparator, issed afterward, to drive a 4 ftplexers chain which
distributes the input words on the Sorting Processor’s outputs, in such a way to have on thédirst 6
output the greatest word, terms of absolute value, betwettre two input data words (the scalled
exchange mechanism). #te same timethe Sortemives inoutput,also the addresses related to the
correspondent data values.

The proposed solution, allows fwopagatealong thenetwork, the datand the associated
address with no need for additional circuit and with no increase of the time propagation.

4. The 4 Inputs Sorter

Following the literature [5], we have decided to use, as basic structure of our Sorting
Processor, an architecture composed by a 2 fold 4 inputs Sorter, capable each to give, as output, the
input data values, in a decreasing order, plus one 8 inputs Merger using, for this last one, a scheme c
the “odd-even” merge type. The sorter, the structure of which is illustrated in Fig.2, behaves like a
comparators network into which any comparator causes an interchange of its inputs if necessary, so
that the larger number value appears on the higher horizontal line after passing the comparator. At the
right of the diagram all the number outcome in a decreasing order from top to bottom.

The merger, the structure of which is illustrated in Fig.3, behaves exactly as the sorter, only
that it needs of input values already ordered in a decreasing order from top to bottom, to give as
result the 4 highest number values between its 8 inputs.
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The letter indicated on the right of the dot in Fig.2, represents the output of the network at that
point.
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4 inputs sorter scheme
with 3 comparison steps
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Fig.3
8 inputs merger “odd-even” type
with the comparison steps visualized

Any vertical segment indicated the Fig.2 and 3, represents thesic element constituting the
generalSorter Process@cheme. The representation of th&sic element, is shown in Fig.4. both
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figures,any horzontal line represents the connection between the input dafttandthe output on
the right of the comparators of various steps (the dots represent the connection points)wihicbugh
the input andutput datdlow. The simulation results have showimat, aftertransformingthe various
comparison steps axplained laterthe morecomplexstructureusing sorterplus merger shown in
Fig.1 and proposed dimal solution ofour processor, imore faster respect to thatich usesonly
sorter circuits.

inp_A<5:0>
inp_B<5:0>

sort_A<5:0>

sort_B<5:0>

Fig.4
Sorter Processor basic element

5. More about the Sorter

The structure shown in Fig. 2, which 3steps of comparisons are need, camfténized to
make the Sorter’s outputs available in shaiitee. In fact, if we considahe various steps inwwhich
the Sorter'siob is subdivided, we cagasily transform the last step of comparison, intsimple
“exchange”step intowhich only a simple multiplexer snough instead of the mocemplexstructure
shown in Fig.3. This process is achiewedisideringhe results obtained from tliest step andaking
into account the results of the second stéps considerationare explained in a schematic form, in
the following figures andlbs, where the C lettbasthe meaning othe outputvalue(one or zero) of
the corresponding comparator represented in the structure shown irdEgeAding on its inputata
values.
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Fig.5

4 inputs sorter scheme with “in-steps” results.
Any letter represents the output of the corisponding comparator.
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Tab.1

C: Ci GCs

Xs > Xy

Xz >X;  (can be fixed to zero)
X4 > X3 (can be fixed to zero)
Xy > X3

PPk OO
R OPRFr O

Tab.2

The Tab.1, shows the rule used by gamericcomparator into the Sorter. If tmesult of the
comparator is “0”, the inpudata areexchanged, otherwise no action is undertaken andnfhe
valuesare reported in theameorder to the output. Bysing this rule, if we considehe Fig.5, it is
possible to eliminatéhe last comparator C5 substitutingitly by a multiplexer having asputs, the
results of the 2'ndtep comparators arwaving as acontrol input, the result concerning ooely of
the four comparisonmdicated inthe Tab.2depending byhe output of the comparators @8d C4.
Moreover, thetwo intermediate lines, indicated ithe Tab.2, areeally redundant, because the
corresponding comparisons, alesady calculated durindpe 1'st step. Irsuch a way, we can reduce
the 4 inputsSorter,having onlythe first two steps of comparisons and the lastp reduced to a
simple multiplexerstage (exchangstep).This reducefurtherly the propagatiortime of the result of
the sorting process.



(Note that inall the tables shown, the symbol isused to indicate that the operation result
depends only on the value entitiess)present on that line of the table).

The same argument has besmtoptedwhen we considethe Merger. In fact, looking to the
Fig. 6, the 8 inputs Merger, can be seenvas 4 inputs sorter onebelow the other, thérst one
composed (ignoringhe first step ofcomparison as present in tBerter,which isnot present in the
Merger) by the comparators C1, C2 and C5 andther one composed by the comparators C3, C4
and C6.
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C4 | l |
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C9
X7 O : : O
| |
X8 O : :
1'st step 2'nd step 3'rd step
Fig.6
C, C G5
0 0 X;>X;
0O 1 Xz >X; canbe fixedto zero
1 0 X7 >Xs can be fixed to zero
1 1 X3 > X5
Tab. 3
C; C, G
0 0 Xg>X%X
0 1 X; >X, can be fixed to zero
1 0 Xg >Xg can be fixed to zero
1 1 Xs > Xs
Tab. 4



In the Tab. 3 and 4, are shown thpdssible combinations necessary to calculaeC5 and
C6 outputs whereexcludingthe intermediate comparisoasreadydone becauseoming from the
Sorter’s outputs, the necessary comparisons to calculate the C5 and C6 outputs, are reduced to 4.
To calculate C7 and C8 outputs, we proceed irsémee way as before, taking irsocount all
the possible combinations shown time following Tables,for the different possible values of C5 and
C6 . The combination®r C9 are not taken into accoubgcause we are interestealy atthefirst 4
outputs of the Merger.

G C G

0 0 Xg>X;

0 1 X, >X; canbe fixedto zero
1 0 Xe >Xs can be fixed to zero
1 1 Xo > X5

Tab. 5
Possible value of C7 for C5=0

C, C; Cy

0 O Xg>X; canbe fixedto one
0 1 Xy > X5

1 0 Xe > X3

1 1 X, >Xs can be fixed to one

Tab. 6
Possible value of C7 for C5=1

C, C GCg

0 0 X;,>X;

0O 1 X, >X; can be fixed to one
1 0 Xg >X; can be fixed to one
1 1 Xe > X3

Tab. 7
Possible value of C8 for C5=0 and C6=0

C: C, Cg

0O O Xg >X; canbe fixed to zero
0 1 Xs > X7

1 0 Xg > X3

1 1 X, >X; can be fixed to zero

Tab. 8
Possible value of C8 for C5=0 and C6=1



C. C GCg

0 O X, >X; canbe fixed to zero
0 1 Xe > X1

1 O Xo > X5

1 1

Xe > Xs can be fixed to zero

Tab. 9
Possible value of C8 for C5=1 and C6=0

C, C, Cg
0 0 Xg=>X;
0 1 X4 >X; canbe fixed to zero
1 0 Xg >Xs can be fixed to zero
1 1 Xs > X5

Tab. 10

Possible value of C8 for C5=1 and C6=1

Examining in more detadll the combinations shown ithe Tables from 5 td 0, wecan see
that some of themare superfluoudrom the circuit point ofview, becausethe corresponding
comparisons, arelready calculated in some previcgtep. Toexplainthis, wetake asexample the
first and forth combinations shown in Tab. 6.

Here, looking at Fig. 6, we see that thveo comparisons X6>X7 and X2>X3, can be
excluded fronthe circuit and theioutputscan be substituted by “one”. The reason of ttagys on
the fact that thesevo combinationsarealready evaluated fromme circuit and therefore we substitute
them by one because, in this case, the comparator C7 must not exchange its inputs.

By looking atall the combinations, we can conclude tlihé Merger is constituted by 16
comparators plus 14 Mux’es, but ttaitthe possible and useful comparisare doneonly atthefirst
step of thanerge procesgaining alot of calculation time. In fact arranginge Merger as described,
we obtainonly 5.41ns, as worst set-upne for the calculation ofthe overall 8 datainput sorting
process.

6. The Sorting Processor Chip

We can then conclude thatir Sorting Processors, iscaip made bywo 4 inputsSorters,
plus an 8 inputs Merger. It has a total of 168 pins, considering only the signals pins, so distributed:

* inputs 8data x 6 bits =48
8 address x 8 bits = 64
e outputs 4 datax 6 bits =24

4 address x 8 bits = 32.

It will contain all the circuitry necessary to make “Boundary Scan”, for the chip remote test.



7. The Ring Processor

Our final goal is tobuild anelectronic boaratapable to sorthe 144 input€oming from a
“ring”, that is a piece of the muon detector subtending an angle of 360&nd interesting an angular
region, along thé&eam directiongorresponding té&n = 0.11. To dahis, we use #otal of 39chips,
which will furnish the final result, in a total of #ime slices. In fact if we sethe result of the
simulation shown in the Fig.7, the structure of the circuit equivalent to a one Ring Pragigssdhe
outputs, after 182.9 ns, since the application of the inputs.

In this figurethe inputsignals coming from only 1@ata sources, are shown &s’; while
the 4 output codes anmedicated asOUT/'. The timing intervalbetweenanyinput valueggroup and
its corresponding output, is just 182.9 ns as indicated in the simulation output.
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Fig.7

Ring Processor timing simulation
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The structure of th&ing Processor is shown in the Fig.8, wherdy apart of theoverall
circuit is illustrated. Mte that thenputs, are strobed, hysingthe system clock, intahe circuit, in a
first stage latch, just teynchronizehe incomingdata. Forll the chips inthe networkdifferent from
those at thdirst level, the uniquepartinvolved inthe calculation isthe Merger partThis meanghat
the Ring Processor, W use the Sorterenly for the chips atthe first level. For the others stages
instead, the&Sorters are excluded lxingappropriatanux’es andhe data W propagate through the
network, directly to the Mergers. Onto oRéng processor board, weilivhave atotal of 39chips and
due to the muon trigger segmentation of theerall apparatus, we aspect twave atotal of

44x39=1716 chips.

SORTING PROCESSOR STRUCTURE

Fig.8
Ring Processor structure
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